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Figure 1: Our algorithm ranks randomly-selected photos from the Flickr website. Here we show two photos (left two) out of the top 100 and
three photos (right three) out of the worst 100. A user study of 10 subjects corroborates with our hypothesis that photos can be automatically
classified.

Abstract

Due to the popularity of digital photography, taking, viewing, and
preserving photos are much easier. Nevertheless, not many peo-
ple are familiar with photo esthetics rules, such as composition and
color distribution. As an tool, we introduce a quantitative analy-
sis method of photo composition based on well-known photogra-
phy rules, such as horizon balance, intensity balance, locations of
region-of-interests (ROIs), line patterns and merger avoidance. The
weighting factors for each of the rules are determined by an experi-
ment involving 500 photos from Flickr sites and dozens of subjects.
Support Vector Regression techniques are first used to quantify and
”predict” human evaluation, then results from more than 10,000
photos from Flickr are used for the final user study. The user study
experiment corroborates with our initial hypothesis that automatic
photo ranking is effective. Furthermore, 2000 photos from dpchal-
lenge website are used for training (1000) and test (1000), with two
class classification to find the better and worse ones, and we are
able to get 80.9% accuracy as compared to human rating.

CR Categories: I.4.3 [Image Processing and Computer Vi-
sion]: Enhancement; I.4.8 [Image Processing and Computer Vi-
sion]: Scene Analysis

Keywords: Image ranking, photo composition, photography es-
thetics

1 Introduction

Photography is the process of recording pictures by means of cap-
turing light on a light-sensitive medium, such as films or electronic

∗e-mail: markng@cmlab.csie.ntu.edu.tw
†e-mail: photo@cmlab.csie.ntu.edu.tw
‡e-mail: chyei@cmlab.csie.ntu.edu.tw
§e-mail:
¶e-mail:
‖e-mail: robin@ntu.edu.tw
∗∗e-mail: hwshen at cse.ohio-state.edu
††e-mail: ming@csie.ntu.edu.tw

sensors. There are several important issues when taking photos:
illumination, exposure, and composition. A photographer deter-
mines how he or she wants the subject being illuminated by the
environment lighting. A combination of shutter speed, aperture,
and ISO sensitivity will be chosen in order to let the film get proper
exposed. Before taking any photos, the most important task is to
compose the scene: a photographer selects a best view and places
different elements into the frame.

Digital cameras become widely available to public in this decade.
Since we take so many pictures, it often takes much time to deter-
mine which are the better ones to be put in a digital frame or to be
printed. We are not always happy with the photos that we took: the
balance of the scenery in the photo looks bad or the framing of the
scene is not leveled during the shooting, etc. It will be very help-
ful if we have a tool that can help us determine which photos have
better compositions and correct those with bad compositions.

To our knowledge, there are only few well-known researches focus-
ing on photo composition through computational esthetics[Cohen-
Or 2008]. Dealing with artistic theories and human visual per-
ception is always a difficult problem, since the results tend to be
subjective. Fortunately, photographers around the world have es-
tablished several general rules for taking good pictures based on
their experiences, and lots of them are actually dealing with photo
composition. These rules are commonly mentioned in photography
literatures [Tsai 1998b; Tsai 1998a; Burian and Caputo 1999; Pe-
terson 2003; Yamaguchi 2006; ?; ?] and we select six major rules
and convert them into algorithmic functions. In summary, the con-
tributions of our work include:

1. An image analysis framework based on esthetics rules of pho-
tography. For each input image, the proposed technique gen-
erates a 10-D vector based on six major rules. The score can
be regarded as a photo composition descriptor.

2. A validation from two photo websites, dpchallenge and Flickr.
In the dpchallenge case, for two class classification, we are
able to achieve 80.9% accuracy. In Flickr case, we have con-
ducted a user study, and its result corroborates with the hy-
pothesis that automatic ranking of photos is effective.



2 Related Work

Our technique builds on previous works in re-composition, im-
age information preserving, and automatic image cropping. We
will also introduce several important image feature detection tools
which will be used in this work.

Re-composition, image information preserving, and automatic
image cropping. [Savakis et al. 2000] shows that composition is an
important factor to photo appearance. [Banerjee and Evans 2007]
have developed an automated composition framework for rules dur-
ing image acquisition for photographs with one main subject and
then it automates photographic composition rules to make the main
subject more prominent, such as merger avoidance and reposition.
The proposed algorithms are also capable of being implemented on
programmable digital signal processors, which presumably can be
added into digital still cameras. [Santella et al. 2006] presents an
interactive method for cropping photos. A best cropping area is
formulated by a general optimization framework with composition
rules. The system identifies important contents and compute the
best cropping area for any given aspect ratio or size. [Chen et al.
2003] and [Suh et al. 2003] consider preserving the most important
visual information under the constraint of limited resolution. [Avi-
dan and Shamir 2007; Wang et al. 2008] presents a technique called
seam carving that supports content-aware image resizing function-
ality for both image reduction and expansion. Google Picasa pro-
vide three crop suggestions that are quite impressive, but details are
not disclosed[Google Picasa ].

Two-class classification. For photographers and home users, how
to classify photos into two clusters (good or bad) is a two-class
problem[Tong et al. 2004a]. However previous paper only uses
several low level features to determine whether a photo is shot by
professional photographer or not. Ke et al. [Ke et al. 2006] com-
bined high level and low level features to determine a photo is good
or bad, the results are very good, however, mostly the color fea-
tures are used and didn’t include photo composition as high level
features. Now, we will focus on the photo composition and the
ranking problem in this paper.

Feature detection. The proposed framework employs many indi-
vidual algorithms to detect edges, lines, region-of-interests (ROIs),
and human faces. We use Canny edge detector [Canny 1986] and
Hough transform [Duda and Hart 1972] to extract edges and lines
in an image. The Canny edge detector is known as an optimal edge
detector with several advantages. Hough transform is a well-known
line detection algorithm in computer vision literatures. An attention
model developed by Itti et al. [Itti et al. 1998] is used to find areas
of higher visual attention. In certain types of photographs, such as
portraits and group pictures, it is very important to locate where the
human faces are. We use the algorithm based on OpenCV, but mod-
ified to add color features in the cascade filters to be more accurate
( frontal face: 95%, profile face: 80% accurate).

Learning of dataset approach. The paper[Datta et al. 2006] per-
haps is one of the papers that are very close to our approach, includ-
ing using 56 features in photos and use Support Vector Machine in
learning. However, being a pioneer in this study, first of all, they
don’t provide a user study as a formal experiment. Secondly, high
level features are either missing or not accurate enough; for exam-
ple, color harmonization, line patterns, face detection, are not yet
used in their paper.

Restrictions of evaluation. First of all, when human faces appear
in a photo, they are always the region of interests. We will ignore
the attractiveness issue of human faces, although the beauty of a
face will definitely affect the user evaluation. Currently we don’t try
to give human faces scores since it is fully discussed in [Leyvand

et al. 2008].

In addition to photo composition rules, the solution we employ in-
clude color harmonization[Cohen-Or et al. 2006], where the objec-
tive function can be used to evaluate the color part of images. Image
blur is used as a pre-filter, similarly, photos with under exposure
and over exposure are rejected in the first stage, and the rest of the
photos are used in the second stage ranking process. Human faces,
once detected, are treated as region of interest (ROI), similar to all
other objects in a scene, and will not have special scores such as
the attractiveness index, since we focus on photo composition only.
Finally, we will try to evaluate photos based on photo composition
rules and low level features such as contrast and blur, and quantify
the parameters in terms of information theory(entropy), and color
theory. In total we will use 10 different features (explained in the
following sections), including three color/intensity related features
(color harmonization, contrast, image blur) and seven photo com-
position related features. The above features will be classified into
six photo composition rules.

3 Rules of Esthetics in Photo Composition

Rules of esthetics in photography describes how to arrange differ-
ent visual elements inside the image frame. In general, creating a
good picture begins with careful placement of basic elements in the
scene, together with appropriate lighting and an interesting subject.
An experienced photographer will try to cope with visual elements:
lines, forms, textures, balance, symmetry, depth, colors, perspec-
tive, scale, and lighting. Mastering these rules is the key to produce
compelling photos. In this paper we categorize these rules into two
major parts: photo composition and color distribution. These rules
are further transformed into mathematic functions base on heuris-
tics.

3.1 Photo Composition

There are six rules listed below in photo composition. For each rule,
we need to quantify the measurement, and in order to do so, we will
introduce information theory and stability analysis first. The above
two theories will be used in several rules belows.

Quantification by information theory. In order to quantify our
features we are inspired by the information theory used in [Ji and
Shen 2006] for dynamic view selection. In information theory,
when a word consists of N characters each with the occurrence
probability pi, the average information of this word can be repre-
sented as an entropy function in the following,

E = −
X
i

pi log2 pi (1)

(1) Location of ROIs - the rule of thirds. The rule of thirds is one
of the most well known rules of photograph composition. Many
photographers and artists are aware of the rule of thirds: a photo
can be divided into nine equal parts by two equally-spaced horizon-
tal lines and two equally-spaced vertical lines. The four intersection
points of these lines and the lines themselves can be used to align
important visual elements. This is a very important observation,
and we would like to design a weighting function to describe this
property. We first use two Gaussian distribution functions which
center at 1

3
and 2

3
to simulate the influence of rule of thirds. As-

sume s and t are variables between 0 and 1. The one dimensional
weighting function g′(s) is

g′(s) = ϕ 1
3 ,σ

2(s) + ϕ 2
3 ,σ

2(s), (2)
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Figure 2: Region of interest. (a) The input image. (b) The com-
puted ROI map from (a). Areas of higher intensity contains more
information based on the ROI algorithm. (c) The weight map. (d)
The combined result.

where ϕ is the Gaussian distribution function and σ is the standard
deviation. Then the rule of thirds weighting function in two dimen-
sion case g(s, t) is

g(s, t) = g′(s)g′(t). (3)

where g(s, t) is further normalized so that max(g(s, t)) = 1.

We have tried other weighting functions similar to the Gaussian
distribution, and the results are very similar.

We mainly use [Itti et al. 1998] method to get the ROI map MROI

of an input image. MROI is further modulated by the rule of thirds
weighting function. The final evaluation value for the rule of thirds
QROI is

QROI =

wX
x=1

hX
y=1

MROI(x, y)g(
x

w
,
y

h
). (4)

In Figure 2 we show an example of the ROI map.

(2) Horizontal balance. To create a geometrically balanced photo,
it is very crucial to keep the horizon balanced. Photos of landscapes,
sports, or nautical scenes usually feature absolutely balanced hori-
zons. There are only two tasks in scoring horizon balance: finding
the horizon in the image and calculating its tilting angle. We use
Canny edge detector [Canny 1986] to create a map that contains all
the effective edges. Next, Hough transform [Duda and Hart 1972]
is applied to the edge map. The line with the largest response is
chosen as the horizon. Then, we find the tilt angle θh as the abso-
lute arctangent value of the slope of the horizon. Then the score of
horizontal balance is

Qhorizontal = 1− 2θh
π
. (5)

(a) (b)

Figure 3: Oblique horizon. Distant horizon in the left figure is
normal while the one on the right is tilted with a skew angle.

(a) (b)

Figure 4: Line patterns. There exists obvious line patterns in two
figures, where both parallel lines and radial lines with a possible
vanishing point are shown.

For example, the quality calculated for the better and worse case of
Figure 3 are 0.99 and 0.76.

(3) Line patterns. Perspective viewing for man-made artifacts can
reveal parallel & radial line patterns, which can help observers to
create mental 3D structures. For example, vanishing points in a
painting or photo helps maintain 3D illusion, and can extend the
depth of view. Further more, line patterns and shapes in photos
create special interests. For example, horizontal lines in a photo
tends to expand the view.

In our heuristics, photos that have some certain interesting patterns
or shapes are often considered good in photo composition. For our
evaluation, at first we choose n lines with largest responses from
Hough Transform. We then compute the tilt angle θit of each line.
After all, we normalized each angle with the summation of all the
angles and we get the probability of each angle:

pi =
θitP
i θ
i
t

. (6)

We then used these probabilities to measure the entropy of the par-
allel lines:

Qparallel = −
nX
i=1

pi log pi. (7)

The larger value of the entropy, the more parallel lines are in the
image. For example, the entropy calculated from Figure 4(a) is 1.0.

The evaluation of the perspective lines is very similar to parallel
lines in equation 7. The difference is here we choose the internal
angles between lines instead of the tilt angles in the equation 6.
We first compute whether these lines are intersected at an vanish-
ing point or not. (see Figure 4(b)). If a vanishing point exists, we
compute the internal angle θin between each line. Finally, we use
each θin to replace θit and fill them into the equation 6 and compute
the Qperspective same as in equation 7. For example, the scores of
Figure 4(b) is 0.9.



(a) (b)

Figure 5: Area of ROI. The area of bounding box in the left figure
is too small, while the right figure area is too big.

(4) Size of ROIs. Simpilcity in a photo is shown in [Ke et al. 2006]
and it is a most distinguishing factor to determine whether a photo
is professional or not. However, the paper [Ke et al. 2006] only
used the Laplacian image to compute the size of the area in a photo.
Here, we use the size of area of region of interests in a photo, since
user always looks at the ROI of this photo and this ROI area have to
be affected the user’s evaluation. We use the ROI map computed
before and project the map onto the x and y axes independently,

qx(i) =

hX
y=1

MROI(i, y), (8)

qy(i) =

wX
x=1

MROI(x, i). (9)

Here, we then find the ROI regions in the qx and qy by iteratively
discarding boundaries of qx and qy so that 95% of the original mass
is kept. The area of the bounding box b is used to measure the ROI
size score

Qarea = 1− b

wh
. (10)

For example, the scores of the better and worse case of Figure 5 are
0.98 and 0.01.

(5) Merger avoidance. A merger happens when two or more sepa-
rate objects merge into one in a photo. Mergers can cause important
scene elements losing their own meaning. There are different types
of mergers:

1. Geometry: background objects mix or intersect with the sub-
ject.

2. Hue: objects with strong colors or similar colors to the subject
tends to merge with the main subject.

3. Border: image borders intersect the main subject.

In this section, we only discuss geometric mergers (lines in this
case) that are against human subjects in the scene.

We would like to know 1) if there is any human face in the photo,
2) if there is any line in the background which intersects with those
face ROIs. First, we use the face detector to look for human faces in
a picture. The face detector returns the center cf and width wf of a
square region that contains a face image if it finds any. Second, we
use the same line detection method as described in geometric bal-
ance scoring to retrieve lines which contains the largest response.
Finally, we check whether the line intersects with any face ROIs or
not. Assume the distance between cf and detected line li is di, and
there are n found lines. The location score sM is defined as:

Qface = −
nX
i=1

s
1− (

di
wf

)2. (11)

(a) (b)

Figure 6: Social Taboo. The head of the person in (b) is separated
by a straight line, while the case in (a) is better.

3.2 Color and Intensity Distribution

The composition of a photo seems to have strong sense to profes-
sional photographer, but the color distribution of a photo is also
considered an important part in a photo. In professional photos,
the composition and the color distribution of the photos are always
combined perfectly. If either one of the two parts is eliminated in
one photo, it seems to miss something very important to the users.
So we expect the color features to be useful to separate good photos
and bad photos. Here, we use three color features: color harmoniza-
tion, contrast and bluriness.

Color harmonization. We employ the color harmonization tech-
nique [Cohen-Or et al. 2006] to measure the quality of color distri-
bution of an image. The defined optimization function is,

F (X, (m,α)) =
X
p∈X

‖H(p)− ETm(α)(p)‖ · S(p). (12)

where H is the hue channel and S is the saturation channel.
The input image is X , where each pixel in the image denote
p. There are seven harmonic template denote Tm(α), where
m ∈ {i, I, L, T, V,X, Y } with orientation α. The function
F (X, (m,α)) is then a function of m and α as in equation 12.
Finally, the minimum value of F is the best harmonic scheme of X
under the template m and α and this value is used to measure the
quality of input image.

For example, the color harmonization index of Figure 7(a) Better
and Figure 7(a) Worse is 21313 and 0.

Contrast. A high contrast photo is usually better than a low con-
trast photo. The contrast is a low level feature and it is useful to
evaluate an image quality. Here, we evaluate the quality based on
information theory. The entropy of an image is calculated as fol-
lows:

1. Convert the RGB image to an grayscale image.

2. Get the histogram from the image and normalize the count of
each bin (0 to 255):

pi =
ni
n
. (13)

3. Let each bin be a probability value, and all the probabilities can
be used to calculate the entropy:

Qcontrast = −
X
i

pi log pi. (14)

The entropy of an image is maximum when the image is balanced
in color distribution. That means the color is equally distributed in
each intensity. For example, using this algorithm to the better and
worse case of Figure 7(b) are 0.99 and 0.3.
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(a) Color harmonization (b) Contrast (c) Intensity balance (d) Blurriness

Figure 7: Examples of color distribution rules. (a) Color harmonization. The color distribution of the top figure is considered more
harmonious than that of the bottom figure. (b) Image Contrast. The intensity contrast of the bottom figure is much lower than the top one. (c)
Blur. The bottom figure is blurred for the region of interest while the top one shows a clear focus.

Intensity balance. Visual elements within a photo can let observers
have senses of weight. Keeping the total weight of a photo balanced
is important. Large objects generally weigh more than small objects
and dark objects weigh more than light colored objects. The posi-
tion of the elements is also critical. We usually assume the center of
a picture corresponds to the center of mass of the picture. Similar
to leverage, a heavy weight on one side can be balanced by a lighter
weight on the other side if the lighter weight is located at a greater
distance from the center.

We can directly use the method from equation 14 to compute the
entropy. We calculate the entropy of the left part of image Qleft
and the right part of the image Qright. And we compare them to
the entropy of the whole image Qwhole. Now, we can compute the
differences between the partial image and the whole image.

dleft = ‖Qwhole −Qleft‖
dright = ‖Qwhole −Qright‖

Qbalance =
1

dleft + dright

If the differences are too large, it means this image is unbalanced.
We can see the example from the better and worse case of Fig-
ure 7(c), where the scores are 1.51 and 0.82, and so the worse case
of Figure 7(c) is unbalanced.

Blurriness. A sharp ROI image is always better than a blurred
ROI. For each photo, we employ the blur features proposed in[Tong
et al. 2004b; Ke et al. 2006] as a part of our evaluation. First, we
convert the input image from spatial domain to frequency domain
by Fast Fourier Transform. Each pixel whose power is greater than
a threshold is put in the set C (θ = 5 ),

C = {(u, v)| |F (u, v)| > θ}. (15)

Finally, count the number of element in C and divide it by the size
of the input image. The quality of sharp image is,

Qblur =
‖C‖
‖Ib‖

∼ 1

σ
. (16)

where the σ is the Gaussian smoothing filter parameter. For exam-
ple, the better and worse case of Figure 7(d) have scores of 0.97 and
0.32.

Subject No. Percentage of selecting Percentage of selecting
group A photos group B photos

1 0.54 0.46
2 0.47 0.53
3 0.42 0.58
4 0.80 0.20
5 0.64 0.36
6 0.60 0.40
7 0.65 0.35
8 0.51 0.49
9 0.62 0.38

10 0.59 0.41

Table 1: User study. 10 subjects are used in the evaluation of two
groups of photos: A and B, where A contains 100 computer ranked
”better” photos, B contains 100 ”worse” photos.

Source SS d.o.f MS F p-value
Treatment 0.14112 1 0.14112 12.33 0.0025
Error 0.20608 18 0.01145
Total 0.3472 19

Table 2: Table of ANOVA analysis for Table 1.

3.3 Accuracy of Individual Features

Although the ranking of photos can be quite difficult because the
weighting factors of features need to be determined, however indi-
vidual feature can be evaluated easily. For example, the following
4 features for photo composition rules such as horizon balance, in-
tensity balance, locations of region-of-interests (ROIs), and merger
avoidance, have the detection precision of 71%, 96.8%, 73.1%,
71.4% respectively based on more than 100 sample photos from
the Flickr website.

4 Automatic Ranking of Photos

We have two datasets from two famous websites, one from ”dpchal-
lenge”(http://www.dpchallenge.com/) and one from Flickr. First
of all, we collect higher rated photos and lower rated photos from
dpchallenge. This dataset contains about 2000 photos and we split
it into training data and test data. The training data have 1000 pho-



tos, half of them are higher rated from dpchallenge user scores.
Here, we use [Chang and Lin 2001] library as our main classfica-
tion algorithm and use it to test another 1000 photos whether they
are good or bad photos. Each photo can be extracted a 10-D de-
scriptor. The SVM library uses the training data which each photos
contains 10 features and highest rated photos are labelled as +1 and
lowest rated photos are labelled as -1. After the SVM training pro-
cess with cross validation, the final output accuracy is 80.9671%
(787/972) and this result is comparable to Ke et al. [Ke et al. 2006]
method (72% accuracy).

A feature selection tool provide by SVM library is used to find
which feature is the most effective feature. And we found that us-
ing dataset from dpchallenge, bluriness is the most effective feature
while evaluating a photo. The second effective feature is perspec-
tive line pattern and the third is area of the ROI. Their F − score
value are 0.74, 0.027 and 0.025.

Our second dataset is from Flickr which consisted of randomly col-
lect 10,000 photos from the Flickr website. Since there are numer-
ous degraded photos in this data set, we simply filter out bad images
which have very low contrast or are deeply blurred in ROI, then we
apply our techniques and other features to evaluate all the feature
values. Based on support vector regression library[Chang and Lin
2001], four experienced photographers were used in the training
phase. Scores from 1 to 5 were given to each photo, and 500 pho-
tos from the the source dataset were rated in such a way. Then
10,000 Flickr photos are ranked by our algorithm after support vec-
tor regression training. The results are shown in Figure 9 and the
recall/precision diagrams are in Figure 8. More detailed data are in
our supplemental material.

4.1 User Study

Our training model is computed by support vector regression from
four experienced photographers and we use this model to rank our
10,000 photos (without low contrast and deeply blurred in ROI) in
an eariler version. Here the 10-D vectors are the same, except for
”the rule of thirds” function, where another distribution similar to
the Gaussian is used. The best 100 and the worst 100 photos from
our image set were selected for the second phase user study, which
consists of 10 undergraduate students who are randomly chosen.
Each experiment consists of two photos on a screen, left and right,
from two groups(A,B), and a subject is to determine whether the
left or right one is the better looking photo.

Table 1 contains the user study result, where our null hypothesisH0

is that our algorithm cannot rank photos effectively, and hypothe-
sis H1 is that automatic classification (better, worse ones) can be
effective. Our F-Test value with p = 0.0025 and F = 12.33 >
threshold(4.4) shows that we can reject our null hypothesis H0,
and the mean of group A is 0.584 while that of group B is 0.416.
Therefore, the user study experiment corroborates with our initial
hypothesis H1 that automatic photo ranking is effective.

4.2 Speed Analysis

Total evaluation time for 10,000 photos in generating the 10-D vec-
tor scores is 13.8 hours, or 5 seconds/photo, using Intel CoreQuad
2.4GHz CPU PC. Total time of Support Vector Regression analysis
for predicting 10,000 photos each with 10-D vectors is 3.5 seconds,
or 0.35 millisecond/photo, and it is quite efficient in computation.

5 Conclusions and Future Works

Photo composition perhaps is one of the most important variables
that determine whether a photo is good or not. We implement

(a)

(b)

Figure 8: (a) The recall/precision diagram of each feature of the
good photos. (b) The recall/precision diagram of each feature of
the bad photos.
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Figure 9: Photo ranking results. From top to bottom: (1) samples from randomly selected 100 photos from 10,000 photos, (2) the best 100
photos selected by our algorithm from 10,000 photos, and (3) the worst 100 photos resulted from 10,000 photos.

esthetics rules in photography to automatically analyze six major
rules, and use these rules to score photo compositions. Further-
more, according to the analysis results, photos with better compo-
sition can be created by automatic cropping. Since we can produce
quantitative scores and make recommendations for photos, we hope
that an user can gain his/her knowledge during this process and take
better photos in the future. Our user study experiment corroborates
with our initial hypothesis H1 that automatic photo ranking is ef-
fective.

Although our user study shows that automatic ranking is effective,
there exist abnormalities to be discussed. For example, Subject 2
and 3 in Table 1 actually ranked the selected photos in an opposite
way as compared to the other eight subjects, which means that our
algorithm needs further improvement.

Since photos can be ranked, automatic cropping and rotation is pos-
sible by optimization algorithms such as steepest descent algorithm.
Preliminary results are given in Figure 10.
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