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Figure 1: Illustration of the proposed method for finger-walking based puppetry. During the training stage, a rotation mapping
function and multiple feature vectors are constructed. In the testing stage, the mapping function is used to map finger rotation
to lower body rotation. Then, feature vectors generated from the rotation-mapped lower body motion and the training stage

are matched to blend a final full body pose.
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1 INTRODUCTION

Computer puppetry, or digital puppetry, is a rising research area,
and its technique has been adopted in various applications, such as
gaming, storytelling, animation editing, etc. Keyboard and mouse
are well-known conventional interfaces for digital puppetry in an-
imation editing. Joystick with buttons and an analog stick is also a
common interface to interact with digital avatars in gaming. With
the improvement and increased affordability of tracking devices,
many low-cost, commodity devices such as Microsoft Kinect, Leap
Motion, Nintendo Wii, and Nintendo Switch utilize the human
body’s motion as an interface for interacting with virtual envi-
ronments, have become available. Moreover, there has been sig-
nificant research into novel interaction interfaces for animation
editing and storytelling, including those that use tangible or user-
specified input devices [7, 8].

Performance-based interfaces, which utilize full-body or partial-
body movements to achieve a stronger sense of character control,
have gained popularity in the field of virtual avatar manipulation.
This is due to the greater relevance between the movement of the
user and the movement of the avatar. Besides that, the increasing
popularity of virtual reality (VR) and augmented reality (AR) de-
vices and applications has enabled users to experience the move-
ments of a 3D avatar in an immersive virtual world. The embodi-
ment of the interaction interface is critical to the illusion of con-
trolling the avatar in the virtual environment, as typical interfaces
such as mouse, keyboard, and joystick cannot provide an intuitive
control, potentially disrupting the illusion.

The hand performance interface is one type of performance-
based interface, which offers the advantage of requiring minimal
performance space, little physical effort, and no additional special
device compared to hand-held device interfaces while also preserv-
ing a partial sense of embodiment when compared to full-body per-
formance interfaces. Finger-walking, a type of hand performance,
is a naturally chosen and widely accepted performance scheme
used as a character manipulation interface. According to a user
study in [18], participants tended to use the middle and index fin-
gers of their dominant hand to mimic the leg movement of the
corresponding full-body motion. The finger-walking performance
was found to be an intuitive way of manipulating human avatars,
with the embodiment being fulfilled through the relevance of the
movement of the fingers to the leg movement.

To achieve finger-walking performance in character manipula-
tion tasks, a method that can transfer the performance to avatar
body motion is necessary. However, transferring motion between
two different articulated structures is a non-trivial task. While a
gesture recognition approach can generate elegant motion simi-
lar to an example animation, it can suffer from noticeable delays
that can cause leg movement to become asynchronous with fin-
ger movement. This limitation renders the approach unsuitable for
certain applications such as gaming and storytelling. The first idea
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that comes to mind to address the issue of asynchronization is di-
rect mapping, which can be achieved by using either contact data
from the fingertips or the rotation of the finger joints. While this
approach can achieve full synchronization between the finger and
leg movements, it can also result in unrealistic leg motion. Fur-
thermore, since finger-walking only mimics leg movement, users
may desire to see upper body movement that is relevant to the leg
motion, which cannot be generated by direct mapping alone. To
address the aforementioned issues, we propose a method that uti-
lizes an example animation to adjust the direct mapping method
and make the resulting leg movement feasible. Additionally, we
use the example animation to generate corresponding full-body
motion that is realistic and expressive, making it suitable for vari-
ous applications. The full process of the proposed method is illus-
trated in Figure 1.

In this work, we aim to design and develop a method to achieve
real-time finger-walking performance-based puppetry for ahuman
avatar. The key contribution of our method lies in its ability to re-
target the motion of two distinct, articulated structures, i.e., the
hand motion to the full body motion, thereby resulting in a seam-
less, synchronous movement of the avatar in response to the user’s
finger movements. Moreover, the intuitive and expressive method,
which requires only a commonly available RGB camera for motion
capture, is suitable for various applications such as gaming, sto-
rytelling, animation editing, etc. To explore more feasible finger-
walking performances and corresponding full-body motion for hu-
man avatar puppetry, we first conducted a user study and cate-
gorized the collected finger-walking performances. Through the
study, we discovered several classes of finger-walking movements
that casual users prefer to use for human avatar puppetry and im-
plemented these movements in our proposed method. We have
also designed and developed a simple storytelling application to
showecase the effectiveness of our proposed performance-based pup-
petry method. The application allows users to select an action from
a 2D user interface and manipulate a 3D virtual avatar through fin-
ger performance to create a digital narrative. This demonstrates
the ease of use and versatility of the method.

In summary, this work has three main contributions:

o Introduced a motion retargeting method for different articu-
lated structures, with a focus on the finger and human body
movements.

e Proposed a finger-walking performance-based puppetry method
for manipulating a 3D human avatar, ensuring that the avatar’s
motion accurately synchronizes with the user’s performance,
while not losing the elegant and skillful movement in the ex-
ample animation.

o A user study investigates preferences of the finger-walking
performances for mimicking most of the movements in real

life.

The remainder of this paper is organized as follows. In the Re-
lated Work section, we present three types of puppetry interface
studies and compare our work with theirs. The finger-walking
performance-based puppetry method we propose is described in
the Materials and Methods section, including data preprocessing,
motion retargeting, and full-body motion reconstruction. Our sto-
rytelling application is presented in the Results section, followed
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by a discussion of limitations and potential improvements in the
Limitations and Future Work section. Finally, we conclude the pa-
per with a summary of our experiments in the Conclusion section.

2 RELATED WORK

According to the previous study by Ahuja et al. [1], sense of agency
(control over avatar) and sense of embodiment (body ownership)
are crucial components of an immersive interaction interface. They
argued that typical interfaces such as mouse, keyboard, and joy-
stick can only provide a sense of agency. To address this, several
studies have proposed novel interfaces for virtual avatar manipu-
lation [1, 8, 18, 30]. These interfaces can be roughly divided into
three categories: body performance, hand-based performance, and
hand-held devices.

2.1 Body performance interface

The use of body performance as an interface for manipulating the
movement of a human avatar is both intuitive and common. This
is because the movement of each body part can be directly mapped
to the corresponding body part of the human avatar, making it the
most embodied interface. Additionally, some studies have utilized
body performances to manipulate non-human avatars, and these
methods are valuable for their motion retargeting capabilities be-
tween different articulated structures.

Several studies has utilized body performance for human avatar
manipulation. Chai et al. and Ishigaki et al. [3, 11] used optical
tracking technique to capture body motion from users for human
avatar manipulation, while Liu et al. [17] utilized inertial sensors
to capture body motion of users. They all integrate several prere-
corded motion examples and online user performances for the re-
construction of full-body animation. Ahuja et al. [1] proposed a
method for reconstructing full-body motion in VR applications us-
ing only the motion of two hands. The method accentuates user
performance and the output motion is similar to an example ani-
mation clip. They underline the embodiment of their method, as
it is crucial for the immersive experience of virtual characters in
VR. The method we propose in this study attempts to reconstruct
full-body motion by searching for short motion examples in anima-
tion clips that match the movement of the two legs. It is similar to
the one proposed by Ahuja et al. [1], which reconstructs full-body
motion using only part of the body’s movement.

Part of studies manipuates non-human avatar via body perfor-
mance. Yamane et al. [29] utilized small set of corresponding key
poses of human motion capture data and non-humanoid character
to learn a statistic model for non real time retargeting. Shiratori
et al. [25] used motion sensors in Wiimote that capture the accel-
eration of sparse body parts for generating locomotion of a non-
humanoid biped avatar in real time. They analyzed the accleration
data and computed five features for virtual avatar manipulation,
i.e., whether the Wiimote is moving or not, frequency, phase dif-
ference between two Wiimotes, amplitude, and direction of incli-
nation. Sakashita et al. [23] used kinect to capture users body mo-
tion and special photoreflector arrays to dectect performer’s move-
ment of the mouth for manipulating a physical puppet. And used
direct rotation mapping which maps the rotation of performer’s
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arm joints to puppet’s hand joint. Leite et al. [14] used body mo-
tion to manipulate virtual shadow puppet in real time. They direct
mapps the captured performer’s body motion to the shadow pup-
pet by constraining rotations of XY axis, which the Z axis shoots
through the 2D surface. Seol et al. [24] utilized pose’ s features to
control non-human avatars. They proposed a method that used di-
rect feature mapping and motion coupling, allowing for blending
two motions from different categories. This allows different body
parts of the avatar to perform motions from different categories.
The method is efficient, as it avoids costly retargeting computa-
tion by using motion coupling, and can be executed in real time.
Unlike the methods mentioned above, Chen et al. [4] proposed a
slightly different approach to avatar manipulation. Instead of retar-
geting between bones or articulated joints, they decided to bind the
meshes of the target avatar to the user’s skeleton. This provides an
intuitive and seamless control experience for specific body parts.
However, this approach introduces an extremely flexible control
mechanism, resulting in generated motion that may not be as ele-
gant as prerecorded animations. An upper body gesture-based ap-
proach for character manipulation is proposed by Hung et al. [10].
Their approach requires the user to complete the entire gesture
in order to manipulate the virtual character. However, the asyn-
chrony between the user’s hand gesture and character motion can
decrease the sense of embodiment.

Unlike the method proposed by above works, which used direct
rotation or feature mapping [14, 23, 25], key pose pairing by statisti-
cal model [29], motion coupling [24] for retargeting, binding target
avatar’s meshes to user’s skeleton [4], and gesture-based recogni-
tion [10]. We adopted a two step retargeting method. First, a rota-
tion mapping is constructed to retaget partial body motion. Then, a
full-body pose reconstruction is established through matching sim-
ilar feature vectors computed from example animations and the re-
targeted partial body motion, as proposed by Ahuja et al [1]. This
approach integrates the performance of the user’s fingers with an
example animation, resulting in a motion that is synchronized with
the finger movements. Additionally, these studies used body mo-
tion as an interface for interaction with virtual avatar, but required
a significant amount of physical effort from the user to perform de-
sired motions and a large tracking or performance area [9, 15]. On
the contrary, using hand performance or hand-held tangible de-
vices to control virtual avatars is a viable option when there are
restrictions on the moving area or when the intended movement
is difficult to perform physically.

2.2 Hand-held devices interface

To address the issues in the body performance interface, some other
researchers come up with using hand-held device as manipulation
interface.

Ye et al. [30] utilized the gyroscope in smartphones to gener-
ate animation of human avatars. They focus on animation editing
through controlling smartphones, which is similar to the way of
playing a doll for storytelling. However, the system does not gen-
erate animation in real time, which is not suitable in gaming and
storytelling. Anderegg et al. [2] also utilized smartphones as a vir-
tual character control interface, providing a real-time interactive
experience. Specifically, they proposed MotionStick, which offers
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a more intuitive control mechanism allowing users to control the
virtual character at a certain distance in front of the phone’s cam-
era. However, users employing this mechanism control the char-
acter in an indirect manner, as the relevance between the user’s
gesture and character motion is low, leading to a decreased sense
of embodiment. Held et al. [8] proposed a method to manipulate
virtual 3D objects, which are reconstructed by the user, through a
similar object in reality. However, the method only supports sim-
ple manipulation of rigid objects, such as moving a car model for-
ward or backward and turning it around. Objects with articulated
joints, such as the hand or leg movement of a human avatar, are
not supported. In [9], a physical puppet with attached markers was
proposed for animation editing. The puppet interface searches for
a suitable motion in a database that is similar to the motion cre-
ated by the user with the physical puppet. However, it does not
generate animation in real-time.

A hand-held device interface requires less space for manipula-
tion tasks, but often involves the use of specialized hardware that
may need careful calibration, making it less accessible for casual
users. Moreover, the use of hardware to map human avatar’s body
parts can decrease the sense of embodiment in manipulation.

2.3 Hand-based performance interface

Hand performance can be an appropriate interface for applications
with restrictions on physical space or motions that are difficult
and require significant physical effort, such as jumping high or
performing round kicks. Wang et al. [27] have noted three com-
mon hand performances styles: finger-walking, glove puppet, and
marionettes. These performance styles have a long history in vari-
ous cultures. In finger-walking, two fingers are used to imitate the
movement of legs. In glove puppet performance, two fingers rep-
resent the movement of two hands and another finger represents
the head. The marionette is also a widely recognized performance
type, in which rods and strings connect to the puppet and the per-
former manipulates it through these strings with their fingers. The
results of the user study in [18] indicate that finger-walking is the
most natural way to manipulate the motion of a human avatar.
The majority of users chose to use their index and middle fingers
to imitate the leg motion.

Some studies used finger-walking performance as interface for
human avatar manipulation. In [18], a system for full-body ani-
mation editing is proposed that uses a touch-sensitive tabletop to
capture contact data of finger-walking performance. The captured
contact data is then used to search for suitable short motion clips,
resulting in full-body animation. Since the system utilizes contact
data to generate animation, only certain finger performances that
have a strong correlation with contact on a plane can be employed.
Lam et al. [13] proposed another method that uses finger-walking
data to edit animations, captured by a data glove that records the
rotation of finger joints. The rotation is then retargeted to the leg
and arm joints of a human avatar, based on the assumption of
symmetrical and cyclic movements. However, this assumption re-
stricts the body animations that can be retargeted. In addition, the
method retrieves Euler angles along a single axis from an example
body motion and employs interpolation for mapping, which can
result in unnatural and undesirable motion. Our method not only
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utilizes quaternion to represent joint rotations but also incorpo-
rates motion adjustment through predefined animations, resulting
in a more natural and reliable character motion.

In addition to the finger-walking style performance, glove-puppet
and marionette (string puppet) performances have also been widely
studied in various researchers. One such method, described in [20]
involves generating glove puppet animations using hand motion
captured by a data glove. The data glove is used to control the pup-
pet in a virtual world through glove puppet performance, which is
similar to finger-walking but controls the upper body of the pup-
pet. Procedural animation is then employed to generate motion for
the puppet’s feet or body, compensating for the motion generated
by the data glove. However, the compensated lower body motion
through procedural animation may be asynchronous with the up-
per body motion transferred from the data glove. The method we
propose is capable of generating seamless full-body motion by ex-
tracting appropriate poses from an example animation. Way et al.
[28] proposed similar glove puppet technique and provided mul-
tiplayer platform for users to interact with each other in a virtual
environment. In Mani-Pull-Action [15], a comprehensive introduc-
tion to hand anatomy and biomechanics is presented, along with a
hand mapping model between the human hand and a virtual avatar
inspired by traditional marionette and glove puppet techniques.
Oshita et al. [22] uses Leap Motion to detect hand movements for
avatar manipulation. The proposed interface is inspired by the con-
trol mechanism of a real string puppet, which is suspended by ap-
proximately 10 strings attached to different parts of the puppet’
s body and the controller. However, for novice users, additional
training is needed to become familiar with the interface since it
does not provide physical feedback compared to a real puppet. Os-
hita and Fender et al. [6, 21] proposed methods that allow users to
simply drag the character’ s body parts like a string puppet to per-
form character actions. The former uses a multi-touch input device
that limits the interface’s input to 2D and integrates some example
postures to generate continuous and physically plausible motion.
The latter adopts a data glove for hand movement capturing and al-
lows users to drag parts of the avatar in a 3D virtual world. Other
studies have utilized simple gestures or direct mapping between
the user’s hand and the avatar’s hand for avatar manipulation.
Cheng et al. and Liang et al. [5, 16] use Leap Motion to capture
hand movements. The former uses hand gestures to manipulate
a non-human avatar in a storytelling application, while the latter
maps the user’s hand motion directly to the avatar’s hand and uses
inverse kinematics to generate corresponding arm motion. Unlike
the aforementioned studies that utilized predefined bindings be-
tween hand joints and character body joints, an algorithm capable
of automatically determining the bindings was proposed in Han-
dAvatar [12]. The authors considered three factors - control pre-
cision, intuition, and comfort - through an optimization process.
The generated bindings enable users to control specific character
body parts by transferring the rotation between joints. However,
the character motion generated through direct rotation mapping
lacks adjustment by predefined animation, which may result in un-
natural character movement. User-defined gestures for character
manipulation are explored in Puppeteer [10]. The authors propose
a control interface that utilizes finger joint features to recognize
the user’s hand gesture, which aids in selecting the appropriate
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character animation to display. However, their method requires
the user to complete the entire hand gesture before the animation
can be displayed, which reduces the manipulation experience and
introduces asynchrony between the user’s gesture and character
motion.

In summary, we adopt a simple RGB camera along with a hand
pose estimator, Mediapipe, for tracking finger-walking performance.
This is because data gloves are often specialized and not afford-
able for casual users. Additionally, based on previous research [18],
finger-walking performance is the first idea that comes to users’
minds when attempting to manipulate a human avatar, rather than
other hand motions. The two previous studies that employed finger-
walking performance [13, 18] have several limitations. Either the
performance is constrained to having contact with a surface or the
generated avatar motion is unrealistic due to the use of direct Eu-
ler angle mapping. Therefore, we focus on finger-walking perfor-
mance as a human avatar manipulation interface, and proposed a
method that can address the above issues.

3 PRELIMINARY STUDY
3.1 Methodology

To investigate additional types of finger-walking performances and
determine which body movements casual users prefer to manipu-
late using finger-walking performances, we conducted a prelimi-
nary study. The goal and aim of our preliminary study and other
exploratory studies [10, 18] are similar, although we completed a
more clearer identification on types of finger-walking movement
that casual users may perform to control human avatar. Also, the
human body motions corresponding to each type of finger-walking
movement are identified. Wang et al. [27] conducted a detailed user
study on body skeleton mapping for hands. They explored the map-
ping by assessing the user’s ability to map haptic sensations on
the hand back to the full body. In our work, we adopted the hand-
closed pose mapping they discovered as the finger-walking control
interface. However, our preliminary study did not examine haptic
sensations. Instead, we identified finger-walking gestures that uti-
lized the same mapping, which were preferred by users for con-
trolling a human character. To our best acknowledge, we are the
first study accomplished such complete investigation and report
on finger-walking movement.

Previous studies investigating hand gesture design, such as [10,
18], have often used gaming or animation clips to assess user pref-
erences for character manipulation. However, there are still many
foot-based movements that remain unexplored. Furthermore, the
Olympic Games feature a wide range of sports with diverse and
dynamic movements, including various foot-based actions. There-
fore, we screened 28 sports from the Tokyo 2020 Olympics, exclud-
ing water sports and redundant sports such as volleyball and beach
volleyball. We selected a single movement from a video of a chosen
sport for the study.

Five participants (4 male, 1 female) were recruited for the study.
They were first shown a video of a single movement from an Olympic
game, and then asked to perform the movement using finger-walking
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and another hand movement with the same hand without restric-
tion. These performances were intended to capture the best expres-
sion of the movement from the video, while being within the cam-
era’s range to capture their full motion. During the study, partici-
pants were allowed to replay the video and perform the movement
multiple times. After performing the movement using both finger-
walking and another hand movement, participants were asked to
choose the best way to perform the movement between the hand
and finger performances they just completed and a performance
using their entire body. When making their selection, participants
were reminded to consider the criteria of goodness, ease of perfor-
mance, and fatigue. Additionally, a brief survey was conducted to
probe the reason for choosing a specific performance as the best
expression of the movement.

3.2 Result and Observations

The 5 participants each performed 28 finger-walking motions, each
of which corresponded to a movement in a video of an Olympic
sport. We categorized these motions into 8 primitive finger move-
ments, excluding the global movements of the entire hand. The cat-
egorized result is listed in Table 1, and the categorization of global
movements of the entire hand is listed in Table 2. Furthermore, we
counted the number of sports in each category that most partici-
pants preferred to use finger-walking to mimic the movement in it
(more than 3 participants), and the result is illustrated in Figure 2.
After classifying all the hand performances into several categories
and sum up the number of preferences of finger-walking, we ob-
served that:

e Half of the movements from the sports were preferred to be
performed via finger-walking by the participants.

e Body actions with little leg motion and the corresponding
finger movements involve minimal finger movements are
categorized under the stand category. Most of the partici-
pants agreed that those body actions are not well-suited for
representation using finger-walking. Instead, participants
prefer mimicking upper body movements or hand gestures
of the athletes depicted in the video using their entire body
or hand, such as drawing a bow or aiming a gun.

e Body actions associated with ’single step’ finger-walking
movements typically involve interacting with an object us-
ing hand and lower body movements, which represent the
entire body’s global translation. Given that the primary fo-
cus of these actions is hand movement, participants prefer
mimicking the hand movements using their entire hand,
such as pretending to hold a racket and using it to hit a bad-
minton ball.

e Most participants agreed that finger-walking movements,
suchas “kick” and “front and side split,” are suitable for
representing certain body actions. The majority of these ac-
tions involve leg movements, such as kicking in karate and
splitting in ribbon rhythmic gymnastics. In contrast, judo
throws do not involve expressive leg and body movements.
Rather, only stumbling the opponent by bending a leg is
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Table 1: Sports in Olympic Games Tokyo 2020 and the cor-
responding categories of finger-walking movement. Partici-
pants prefer to use finger-walking to perform the movement
in the sport, which is in bold text.

Cycling, Sport climbing, Athletics,

Run Boxing, Table tennis, Tennis, Wrestling
Kick Football, Tackwondo, Karate

Cross fingers Skateboarding

Stand Shooting, Archery, Golf

Artistic gymnastic, Judo,
Front and side split | Rhythmic gymnastic

Single step Badminton, Fencing, Softball, Handball

Equestrian, Hockey, Beach volleyball,
Trampoline gymnastic, Weightlifting,

Crouch Rugby sevens

representative. Nonetheless, participants agreed that the ro-
tation and translation of the entire body movement, accom-
panied by leg bending, can express a judo throw, and these
movements can best be represented by finger-walking.

In addition to the aforementioned observations, we identified al-
ternative hand performance techniques that can replace the finger-
walking method in certain situations. One participant noted that
while most of the action in activities such as badminton, tennis,
and table tennis involves hand movements to interact with objects,
there are also non-essential leg movements involved in moving the
whole body. In these cases, the participant used finger-walking to
mimic the translation of the entire body and then switched to rep-
resenting the hand movements of the action using the same fin-
gers. In addition to this technique, two other participants devel-
oped their own approaches. Initially, they attempted to represent
both hands and legs using four different fingers, believing that this
would best express the entire body action. However, after a few
attempts, they found that this technique was difficult to perform
and caused their fingers and hands to cramp. Four of the partic-
ipants agreed that another type of performance, which involves
mimicking the hand and finger movements of the action using
their own hand to interact with an imaginary object, is suitable
for this type of body action. They also believed that during this
process, the translation of their hand can represent the displace-
ment of the body. For example, throwing a softball or swinging a
tennis racket.

According to Figure 2, actions belonging to “single step” and
“stand” are not suitable to perform by finger-walking. We found
body actions that are related to other categories in a well known
animation database, Mixamo, except the action related to “cross
finger” . Finally, we chose 5 body motions that related to each of
the categories to take part in our proposed system, and they are
listed in Table 3.

4 MATERIALS AND METHOD

We proposed a finger-walking performance-based puppetry sys-
tem which allows user to control virtual avatar by straightforward
hand gesture in real time. From the perspective of user, the usage
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Run Kick Cross Stand Frontand Single step Crouch
fingers side split

Figure 2: Number of sports in each finger-walking category
and number of sports that most participants preferred to use
finger-walking to perform

of the system can be divided into two steps: training stage and
testing stage. During the training stage, user need to mimic the
animation by finger-walking performance. Then the replay of the
performance was shown to the user and the time that the move-
ment starts and ends need to be labeled. Also, the time that mo-
tion starts and ends in the example animation needs to be labeled.
In testing stage, the animation that user intended to perform must
be specified. After that, user can perform the animation by hand,
and the proposed system is able to show an avatar motion synchro-
nized to the user’ s hand performance and similar to the desired
animation. Figure 3 illustrates the system diagram.

/ Training stage \ Testing stage \

Capture imitative hand Motion retargeting

performance

video stream

Capture hand performance
video stream

{

Hand rotation maps to Lower body rotation apply to
lower body rotation avatar gives lower body motion

Reference sequence labeling Extract rotation of finger and
(Hand and avatar joint's rotation) avatar's joints,

Construct rotation mapping
function

H Compute hand joints' rotation

Full body pose reconstruction

[Encode lower body motion into FV/
Avatr s postions encocing seartingsmir PV n

Figure 3: System diagram

In terms of data processing pipeline, some data is preprocessed
in the training stage and the testing stage can be divided into two
parts: motion retargeting and full body pose reconstruction. The
following sections describe the system in detail. First, data collec-
tion and data preprocessing steps were introduced in 4.1, we col-
lected hand performance data on our own with a simple RGB cam-
era. And, animation was collected from a well known database:
Mixamo. Subsequently, the first data processing step, hand motion
retargeting to lower body motion, is explained in 4.2. The other
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Table 2: Number of sports in each finger-walking category related to other two taxonomy

Hand movement Contact with surface
translation | rotation | static | both | In air (no contact) | static | moving

Run 4 0 2 1 2 0 5

Kick 0 0 3 0 0 3 0

Cross fingers 0 0 0 1 0 0 1

Stand 0 2 1 0 0 2 1

Front and side split 1 1 1 0 0 0 3

Single step 4 0 0 0 0 0 4

Crouch 4 0 2 1 1 2 4

Sum 13 3 9 3 3 7 18

Table 3: Example animations used in this study and the cor- -
responding finger-walking category g® 1 2. *16
——— . A s
Example animation ‘ Finger-walking category ® 10° ¢ ®20
\ (14
Run Run = | - 219
Joyful jump Crouch 458 5 9 1‘3 " 18
Double leg jump Crouch 3% \ /17
Front kick Kick 2.
Side kick Front and side split
1 Q Wy
~0

data preprocessing step, full body pose reconstruction by similar
motion searching, is explained in 4.3.

4.1 Data and preprocessing in training stage

Two kinds of data were used as reference information in the pro-

posed hand performance-based animating system, hand performance

video and character animation. A simple easy to get RGB camera
Realsense from Intel, which was used to capture hand performance
video. And the video is recorded in resolution (848, 480) and the
frame rate was 60 frames per seconds (FPS). Note that, Realsense
camera performs a depth estimation result but it was not used in
this study, since the hand pose estimation method we used does
not require depth information. Mediapipe [19], a cross-platform
machine learning library for streaming data inference was used
to estimate 3D hand pose information. Figure 4 illustrates an esti-
mated 3D hand pose by Mediapipe overlay on a hand image and
a hand articulation used by Mediapipe which consists of 21 joints.
Since finger-walking is trying to mimic two legs motion by index
finger and middle finger, only joint of wrist and joints of index and
middle finger are used in this study, and they are paired with corre-
sponding avatar’ s joints of two legs. The relationship was depicted
in Figure 5. Those joints rotation was computed from the estimated
pose. The other reference information for the proposed method is
character animation that the user intends to perform. There are
five animations utilized in this study, collected from Mixamo, in-
cluding three types of movements, namely running, jumping, and
kicking. The used animations were listed in Table 3.

We achieved motion retargeting from hand to lower body using
rotation mapping, similar to the method described in [13]. This in-
volved computing the joint rotations in both the hand and avatar.
First, a Kalman filter is applied to the landmarks that Mediapipe

Figure 4: Pose detection result and detected hand articula-
tion by Mediapipe [19]

Upper leg

Lower leg

Figure 5: Relationship between finger joints and lower body
joints. Mapping of rotation from finger joints to rotation of
lower body joints is constructed at the training stage. Finger
articulation with index MCP and PIP labeled on the right.
Body skeleton hierarchy with upper leg and lower leg la-
beled on the left.

estimated for smoothing and denoising. In the finger-walking sce-
nario, user only intend to mimic body motion by their index and
middle finger. Thus, rotation of Metacarpophalangeal (MCP) and
Proximal Interphalangeal (PIP) in index and middle finger was com-
puted. The MCP joint of the hand has two degrees of freedom. The
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first degree of freedom involves rotation along the x-axis, which
is perpendicular to the palm’s normal vector and parallel to the
vector connecting the MCP of the index finger and the MCP of the
middle finger. This movement is commonly known as the flexion
and extension angle [15]. The second degree of freedom involves
rotation along the z-axis, which is parallel to the palm’s normal
vector and perpendicular to the x-axis, and is referred to as the ab-
duction and adduction angle. The PIP is a single degree of freedom
joint with rotation occurring along an axis that is parallel to the
cross product of the vector from MCP to PIP and the vector from
PIP to the Distal Interphalangeal (DIP).

The joints of the hand are paired with the joints of the lower
body in finger-walking performance. The rotation of the MCP joint
is likely intended to represent the rotation of the upper leg joint,
while the rotation of the PIP joint may represent the rotation of
the lower leg (knee) joint. Additionally, the degrees of freedom of
the MCP and upper leg joint are similar, as are the degrees of free-
dom of the PIP and lower leg joint. Since hand performance usually
manifest a imprecise movement of lower body, it is reasonable to
leave some hand movement that are not intend to be representing
on the avatar.Thus, even though the DoF of MCP is two, only ro-
tation along one axis was used in motion retargeting for a single
category of animation. The proposed system is able to transform
the sketchy hand performance into a proper avatar motion similar
to the vivid animation that has been specified. For example, when
user is trying to mimic a front kick motion by roughly raising index
finger. A perfect and synchronous avatar front kick movement is
generated by the proposed method, which is similar to the prespec-
ified front kick animation. As mentioned above, the start and end
frame of the reference hand performance was labeled in training
stage. Maximum and minimum value of the rotation angle from the
start frame to end frame are extracted and linear interpolation was
used to generate sample values between them. As the movement
from user could include delay, unintended finger motion, which
might cause an abnormal and asynchronous avatar motion. It is ra-
tional to discard the original rotations between the maximum and
minimum values, since the rotations are noisy and may cause un-
acceptable mapping results. The generated sample rotations were
defined as Hand Rotation Reference Sequence (HRRS) and be used
for motion retargeting.

Orientation of lower body joints can be extracted directly from
the animation file, thus extra computation is not needed. Quater-
nion was used to represent orientation of lower body joints, since
manipulating Euler angle along a single axis of a joint is able to get
an unexpected movement. Additionally, interpolating in quater-
nion space ensures a more feasible movement than in Euler angles.
On the contrary, rotation of the hand joints are only used for iden-
tifying the user’s intention, and it is not for animating a character
directly. It was represented in Euler angle as a reference. As men-
tioned earlier, the start and end frame of each animation is labeled
in training stage and it is defined as Animation Rotation Reference
Sequence (ARRS). Moreover, ARRS was interpolated to the same
number of sample rotations as HRRS by Spherical linear interpola-
tion (Slerp). Two reference sequences define a mapping function.

Lower body motion needs to be encoded for full body pose re-
construction, since hand performance does not mimic the motion
of upper body. Rotation of lower body joints is computed by the

XXX

mapping function. Then lower body motion can be computed by
applying those rotations. Besides the lower body motion from ap-
plying mapped rotation of hand joints, motion from animation also
needs to be encoded. By searching for a proper motion from ani-
mation, which is similar to the lower body motion computed from
hand rotation, a precise and feasible avatar movement can be dis-
played. Note that, motion from animation needs to set the hip ro-
tation and position to 0, since we do not retarget any finger’ s or
hand’ s motion to hip motion. Furthermore, applying the mapped
finger rotation results in the restriction of movement to the lower
body of the avatar, while the upper body remains in a static T-pose.
This is illustrated by the avatar in the middle of Figure 6. Motion
of body joints is represented by a time series of 3D positions, and
it can be seen as a trajectory. We encode a short-term time series
of 3D positions into a FV by window function. The window func-
tion simply concatenates a time series of 3D positions into a 1 di-
mensional vector, and the size of the window is set to 10 in this
study. We generated additional FVs of motion in the animation by
adjusting the speed, as described in the article by Ahuja et al. [1].
Differences in positions within an FV were treated as velocities,
which were then multiplied by a constant called the speed ratio.
In this study, we used six speed ratios: 0, 0.1, 0.3, 0.5, 1, and 1.5.
To generate a new FV, we used the last position in the previous
FV as a starting point and added the velocities multiplied by the
speed ratio. The purpose of generating these additional FVs was
to account for variations in speed between hand and lower body
movements in the animation. When there were large differences
in the speeds of FVs, the terminal positions of similar FVs may not
correspond accurately.

T SR

Motion - Full body pose
retargeting reconstruction

|

/U ' N\ -

Figure 6: Hand and body poses in each computation step of
the testing stage. The figure depicts hand articulation, lower
body position after rotation mapping, and full body pose af-
ter pose blending from left to right. The leftmost hand pose
mimics the stand-up state in the front kick animation, while
the rightmost hand pose mimics a kick with the right leg in
the front kick animation by raising the index finger.

4.2 Hand motion retargeting to lower body
motion

A mapping which maps finger joints’ rotation to lower body joints’
rotation is constructed at training stage, since they belong to two
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different kinematic chain systems and the range of rotation value
is different. The mapping method proposed in [13] is referenced,
but part of it is modified due to our needs. [13] proposed to use
an euler angle along a single axis of avatar’ s joint and an Euler
angle along a single axis of finger’ s joints to construct a mapping
function. As the extraction of an Euler angle along a single axis can
result in undesired rotation and Euler angle is not suitable for inter-
polation, we adopt quaternion for representing rotation of avatar’
s joint. In contrast, we used Euler angle to represent the rotation
of finger joints, as the performance of the hand is an imprecise
imitation of the target animation. Moreover, the rotation of finger
joints is used exclusively for controlling the avatar and is not inter-
polated for display to the user. Figure 7 illustrates the difference
between using Euler angle along single axis and the quaternion of
avatar’ s example movement. The target animation in Figure 7 is
a side kick movement and the user tried to use abduction of the in-
dex finger to imitate the abduction of the leg. The index finger and
the corresponding leg is colored in red and the remaining joints
and vertices are colored in black. The pose in the second column
shows that using Euler angle to do rotation mapping can cause
undesired results, which is not similar to the desired example an-
imation (illustrated in the 4th column). The subsequent step will
attempt to match both trajectories, which may result in an inaccu-
rate full body pose reconstruction.

Rotation mapping result
(Euler angle)

Rotation mappingresult | Desire lower-body motion

Hand
land pose (Quaternion) (Example animation)

Stand A

Kick . "

Figure 7: Compare between mapping in euler angle and
quaternion. The first row depicts the stand pose in a side kick
animation and the second row depicts the pose that kicks to
the highest point. The index finger and corresponding leg,
which performs the major movements, are colored in red.
And the example animation has set the hip position as the
origin and set the hip rotation to 0.

In the section Data and preprocessing, we mentioned that start-
ing time and ending time of a specific motion was labeled in the
training stage, and two reference sequences were constructed, HRRS
and ARRS. Each reference sequence represents rotations through
time of a lower body joint or a finger joint. HRRS is defined as a se-
quence X = [x1, X2, ..., Xn] , which includes the elements represent-
ing rotation of a finger joint at a specific frame. And n represents
the number of frames in HRRS, which is set to 100 in this study.
ARRS is defined as a sequence Y = [y1, y2, ..., Yn], which includes
the elements representing rotation of a lower body joint at a spe-
cific frame. The frame count of HRRS and ARRS are the same, as
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we interpolated the same number of frames in the training stage.
Then a set of rotation pairs M = (x1,41), ..., (Xn, yn) can be con-
structed, which is used for mapping ® : x — y. During testing
stage, a finger joint rotation, denoted as %, is estimated in real time
which represents the bending state of the finger joint. Mapping is
done by identify a x; in X, which exhibits the highest degree of
similarity to x, and output the corresponding y; in Y.

After rotation mapping, the result rotation was applied to lower
body joints of an avatar. And by utilizing forward kinematic, lower
body joints were moved by those rotations. Two legs were consid-
ered as two different two-bone kinematic chains, and each chain
consists of three joints, upper leg, lower leg and foot. Since hip
joint do not rotate by hand rotation, positions of both left and right
upper leg joints remain fixed. However, the upper leg and lower leg
are rotated by the mapped rotations, thus lower leg and foot joints
are moved and generate a temporal trajectory. While hand move-
ments typically approximate an avatar’s motion, the animations
used in our study feature rich movements in both legs. Therefore,
we searched for similar motions in the example animation and in
the motion generated by applying mapped rotations, using a sin-
gle foot trajectory to minimize computational load. As foot is an
end effector of a leg, the position of it is influenced by rotation of
both lower leg and upper leg joints, thereby implies the position
of foot encompasses the information pertaining to both rotations.
Additionally, user is sensitive to the synchronization between fin-
gertips and foot of an avatar, when using hand performance to
control the avatar. In summary, a foot position of a specific leg is
utilized in a search for the desired motion within an animation,
which the user intends to perform.

The mapped rotation of a joint is denoted as §. And the posi-
tion of the end effector is denoted as Z. Rotations of finger joints
are streaming data in the testing stage, and the proposed system
maps them to lower body joints rotations then converts them to
positions of lower body joints. Thus, mapped rotations of a joint
can be denoted as ¥ = [yr—m+1s - Yr=1, Yz ], where Yisa sequence
consisting of data from m frames. In addition, position sequence
of a end effector can be denoted as Z = [zt =415 oo 2621, Z¢].

4.3 Full body pose reconstruction

The position sequence of an end effector was encoded to a FV
and used for identifying a proper full body pose. As the lower
body performs movements that synchronize to finger-motion
after retargeting, but the upper body remains still. Position
sequence is concatenated into a one dimensional vector w =
[Zt—Am,x’ s Zt:l,x, Zt x5 Zt—}n,y, oo Zt—Al,y, ZtA,y, Zt"m,zs s Zt:l,z, Z;,z],
z{ x represents the position of the foot along the x axis at frame
t. The m in the vector represents the number of frames utilized
for encoding a feature vector, and in this study, it is set to a value
of 10. Different from the FV encoding method used in [1], we
did not use velocity and acceleration as features. The speed of
the lower body motion after retargeting is the same as the finger
motion, and they might differ greatly from the lower body motion
in the example animation. Therefore, the inclusion of velocity
and acceleration within the feature vector is not helpful and may
decrease the speed of searching for similar FV. As mentioned
earlier in the section data and preprocessing, in order to address
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the issue of a significant discrepancy in the speed of movement
between user performance and animation, we augment the feature
vector by incorporating 6 different speed ratios. Positions of end
effector were encoded into FVs in training stage as the same way,
and it is indicated by a sequence of FVs S = [fi, f2, ..., ful. The
scalar t denotes the t-th frame in animation, while the variable u
represents the number of feature vectors that have been encoded.
To find the top k f; that are the most similar to w with 12 distance
as a similarity measurement method, we implemented a K-Nearest
Neighbor based on KDTree data structure via Scipy [26]. The
scalar k is set to 5 in this study. Each FV f; is corresponding to
a full body pose at t-th frame in animation. k full body poses in
animation relevant to the top k f; are weighted averaged, and the
weights are inversely proportional to the distance between f; and
w . A example of searching for similar f; encoded from a front
kick animation is illustrated in Figure 8. The blue dots represent
the last position of each feature vector in sequence S, which can
also be interpreted as the full trajectory of the foot motion in
the example animation. The first column of the figure shows the
last 3D position of the w indicated by a green star, while the
red dots represent the last 3D positions of the 5 f; that are most
similar to the w. The second column of the figure displays the
same trajectory shown as blue dots, with one of them highlighted
in red to indicate the last position of a FV f;. The corresponding
full-body pose of the avatar is illustrated in this column. Finally,
the Exponentially Weighted Moving Average (EWMA) technique,
given by P; = AP; + (1 — A)P;_1, is employed for smoothing the
reconstructed full body pose. Here, P; denotes the full body pose
at time t, and A represents a weight controlling the strength of the
smoothing process. A is set to 0.3 is this study.

Trajectory of the foot in the example animation Trajectory and corresponding avatar’s pose

.

|
Stand
o ". /

/7
3
p

,

Kick

Figure 8: Trajectory matching and full-body pose corre-
sponding to a position related to a FV. This figure used front
kick animation to illustrate the trajectory matching result.
In the first column, the full trajectory of the foot in exam-
ple animation was colored in blue, foot position related to
mapped rotation from finger motion was depicted by green
star, and some foot positions of the full trajectory, which
are most similar to the foot position related to mapped rota-
tion, are colored in red. In the second column, the same full
trajectory of the foot is illustrated, a single position, which
corresponds to the full body pose, is colored in red.

XXX

5 RESULT

The goal of our work is to achieve real time character control with
agency and embodiment for the user, thus the computations need
to be completed in low delay. Many games and movies’ refresh
rate were 30 frames per seconds (FPS). To let users feel that the
character control is synchronized with the character movement
shown on the screen, the proposed control system must respond
in 30 Hz or above. Respond in 30 Hz means that the latency of
computation must be below 0.33 seconds.

We only compute the latency in the testing stage, since there is
no need to synchronize hand movement and character shown on
the screen in the training stage. Although, we still roughly mea-
sure the cost to complete one action’ s rotation reference sequence
and FVs in corresponding animation is in 3 minutes. As illustrated
in Figure 3, there are two steps in the testing stage, motion retar-
geting and full body pose reconstruction. These two steps can be
separated into another 5 smaller computation steps, hand pose es-
timation, rotation mapping, forward kinematic, search for similar
FVs and pose blending. The average time to complete the 5 compu-
tation steps are listed in Table 4, and there are 5 hand performance
videos used as input to the proposed system. Time consumption is
measured by utilizing a package timeit, which is a standard library
in python for measuring the computation time of a specific code
snippet . The 5 videos consist of hand performances mimicking 5
different actions, front kick, side kick, run, joyful jump and double
leg jump, and they were recorded around 1 minute. The sum of
average computation times of each step is 0.03403, which is a feasi-
ble value that the user won’ t notice a delay between visual avatar
movement and movement of hand control. The most computation
time is the hand pose estimation by Mediapipe, which is around
0.03 seconds, and the sum of other computation steps’ time cost
is below 0.01 seconds. Since the bottleneck is computation of hand
pose estimation, using a more time cost effective method can re-
duce the delay.

The processes of the 5 computation steps are stated in the fol-
lowing by using front kick animation as example animation. First,
the user must specify an action that is intended to be performed,
which is front kick, and the performance is captured by a camera.
The hand pose is estimated via Mediapipe by the video stream of
the performance. After that, finger joints’ rotation % is computed
from the estimated hand landmarks. The landmarks depicted in
the left side of Figure 6 correspond to the hand performance of
a front kick. The starting pose for the kick is shown in the first
row of Figure 6, and the highest pose achieved during the kick is
illustrated in second row of Figure 6. The finger joints’ rotation
% is then mapped to the rotation of avatar’ s lower body joints
7 by the set of rotation pairs M constructed in the training stage.
Subsequently, § is applied to the avatar and end effector’ s po-
sition Z is computed. Besides that, the position of upper leg and
lower leg are also computed and shown in the middle of Figure
6 with upper body stays in T-pose. A FV w was constructed by
encoding multiple positions Z within a given window size. This
FV is then used to search for the most similar FVs within a se-
quence, S = [fi, f2, ..., ful, which was generated from a target an-
imation during the training stage. The sequence S was generated
by sampling the joint positions at a rate of 0.05 seconds per frame
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Table 4: Computation time in each process

Hand pose estimation | Rotation computation Searching for
via Mediapipe and mapping Forward kinematic | similar FVs | Pose blending | Sum
Mean 0.03208 0.00085 0.00010 0.00048 0.00051 0.03403
Standard deviation 0.00378 0.00078 0.00010 0.00102 0.00044 X
90 percentile 0.03241 0.00104 0.00025 0.00054 0.00059 0.03486

and replaying the animation for 15 seconds, resulting in a total
of 295 positions sampled and u = 286 FVs generated. To further
improve the performance, these FVs were augmented by adjusting
the speed between the positions, resulting in a final set of 2002 FVs
ready for searching. 5 FVs in S, which are most similar to w, were
identified and the relevant full body poses were weighted sum to
perform pose blending via distances between the FVs and w. Fi-
nally, blended pose is smoothed by EWMA, which weighted sum
the blended pose in the current frame and in the previous frames.
17 body joints were shown on the right side of Figure 6 with dif-
ferent phases of a blended front kick pose.

5.1 Storytelling application

A simple storytelling application has been developed to demon-
strate the feasibility of the proposed finger-walking performance-
based interface. The user interacts with a digital 3D scene and 3D
avatar displayed on a monitor, with a RGB camera placed in front
of the monitor and a keyboard available for system configuration.
Users can use the keyboard to choose the action that is intended
to perform, and manipulate 2D translation of the virtual avatar. In
addition to the virtual scene and avatar manipulated by the user,
a group of 2D user interface (UI) are also displayed on the screen
Figure 9. The group of UI consists of six panels, the first panel is
showing the current action intended to be performed, the other
panels are labeled with action names, which are able to be per-
formed, and a corresponding number. All the actions are listed in
Table 3. Users can select the desired action to be performed by the
avatar by pressing the corresponding key on the keyboard, for ex-
ample, press 1 to perform the first action or press 2 to perform the
second action.

The storytelling application provides a sample scene where the
user plays the role of a human protagonist attempting to get an
apple from a tree and return home. During the digital storytelling
experience, the user is required to manipulate the protagonist’s
movements and interact with objects in the virtual environment.
In the initial scene, the protagonist is positioned near to a tree and
must approach it, followed by kicking the trunk in order to cause
an apple to fall from the branches Figure 10a and 10b. In the sec-
ond scene, the protagonist must cross a road with cars passing by.
The user must quickly assess the situation and choose the jump ac-
tion, deftly dodging the oncoming cars one by one 10c. After that,
the protagonist finally walks home and gives a joyful jump 10d
and 10e. This application demonstrates the proposed interface’ s
feasibility. It allows users to manipulate an avatar and have it in-
teract with a virtual environment to complete a digital narrative
using hand performance. The interface’s capability to manipulate

avatar-environment interactions opens up the potential for creat-
ing gaming applications.

Figure 9: Graphical User Interface in the storytelling appli-
cation. The top right panel, labeled with 1, shows the current
action to be performed. Below the first panel, there are five
panels showing the possible action that can be performed,
which the user can choose by pressing the corresponding
number on the keyboard. This interface was used to allow
users to interactively control the actions of a virtual charac-
ter in the storytelling application.

Figure 10: Examples of storytelling scenes and correspond-
ing finger-walking performances. Subfigures (a) and (b) de-
pict the user manipulating an avatar to kick a tree. Subfigure
(c) demonstrates the use of double leg jumps to avoid pass-
ing cars. Subfigures (d) and (e) show the user attempting to
run back home and celebrating with a joyful jump, respec-
tively.
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5.2 Limitation and Future Work

Despite the effectiveness of our proposed method in generating
avatar motion that is synchronized with the user’s hand perfor-
mance, there are still some limitations and restrictions that need
to be addressed. These limitations and restrictions are interesting
to be studied in the future. The first limitation is that we use Medi-
apipe for hand pose estimation, which has a delay of around 0.03
seconds, and is higher than the sum of other computation delays
of around 0.01. Most current GPUs can support 60 FPS in standard
games, resulting in a delay of around 0.017. Clearly, the hand pose
estimation task is the bottleneck and can result in the avatar dis-
played on the monitor not being fully synchronized with the user’s
hand movement. In the future, the implementation of a more com-
putationally efficient method for hand pose estimation should be
considered in order to reduce the delay time. Additionally, utilizing
hardware specifically designed for hand pose estimation is another
option that has the potential to significantly accelerate computa-
tion and bring the delay of the overall system closer to the delay
of modern GPUs on current games.

In the full-body pose reconstruction step, we only considered
the right foot FV w in relation to the retargeted hand performance
when searching for similar feature vectors in example animations.
This is because the example animations used have rich motions on
the right foot, causing the user to focus their movements on the
index finger, which mimics the right leg motion, rather than the
middle finger, and they don’t want the middle finger motion to be
mapped to the left leg. For example, when mimicking the right leg
kicking action with their hand, the user raises their index finger to
imitate the right leg kick, but the subtle rotation that occurs in the
relaxed middle finger can cause perturbation in the retargeted FV
and result in unnatural poses during the subsequent FV search.In
future studies, FVs related to both feet can be considered to make
the proposed method more general and robust, as there are many
animations with rich movements on the left foot or both feet. An-
other area of interest for future study is to determine whether the
consideration of each foot’s FV, based on the similarity between
the resulting motion and the example animation, can improve the
method.

In the motion retargeting step, only one euler angle along a sin-
gle axis for each finger joint is considered for rotation mapping.
The finger joints are the MCP and PIP, and their corresponding
body joints are the upper and lower legs. The rotation of the PIP
consists of only one euler angle along a single axis, but the MCP
rotation consists of two euler angles. In this study, only one eu-
ler angle along a single axis of the MCP is used. This is because
the example animation adopted in this study is simple and the up-
per leg joint is rotating in a single direction. Also, human hand
performance cannot complete a complex movement consciously,
for example, moves in bi-direction and precisely reproduces the
same movement several times. As a result, requiring users to per-
form complex bi-directional movements could result in inconsis-
tent joint rotations, making it an infeasible interface for casual
users. In future studies, all euler angles along all axes of each fin-
ger joint can be taken into consideration. This will eliminate the
need to carefully select the appropriate axis of the euler angle for
rotation mapping, resulting in a more streamlined process.

XXX

The proposed method aims to generate human avatar motion
that is closely synchronized with the user’s hand performance, us-
ing a predefined example animation as a reference. In future stud-
ies, it may be possible to add a hand action recognition method
to the system, which would allow it to automatically choose the
appropriate example animation based on the user’s hand motion,
reducing the need for manual selection. However, the hand recog-
nition function requires additional computation time and often fin-
ishes recognition after the hand action is completed, potentially
causing a delay in the manipulation interface and reducing the
embodiment. Future research into finding the optimal method for
choosing the intended example animation and the minimum ac-
ceptable delay time to preserve embodiment is of interest.

Based on the results of the preliminary study, we found that the
body actions of "stand” and "single step” are not suitable for finger-
walking performance. “Stand” actions involve minimal leg move-
ment, while the majority of “single step” actions focus on hand
and upper body movements with leg motion used mainly for trans-
lation. Consequently, these two types of body actions were not
implemented in the storytelling system. Exploring feasible hand
performances to express these body actions and studying the cor-
responding retargeting method between hand performance and
avatar motion would be interesting areas for future research. An-
other type of body action that we did not implement in the sys-
tem is “cross finger” The reason for this is that no suitable body
motion was found in the motion database for finger-walking asso-
ciated with “cross finger” In the future, it would be interesting to
identify appropriate body motion of “cross finger” and investigate
expressive and comfortable hand movements to perform it.

6 CONCLUSION

We proposed a real-time digital puppetry method that uses finger-
walking performance to manipulate a human avatar. The method
features a novel interface that is responsive and expressive, en-
abling users to interact with a 3D virtual environment using hand
performance captured by a consumer-level RGB camera. Also, a
preliminary study is conducted to explore finger-walking move-
ments that novice users prefer to perform for representing cor-
responding body motion. We propose a motion retargeting tech-
nique for different articulated structures. The technique gener-
ates full-body poses by retargeting the user’s hand motion to the
avatar’s lower body motion. Then, it matches the motion trajectory
of the retargeted motion to the motions in an example animation
to reconstruct the full-body pose. Finally, it blends matched mo-
tions from the example animation to provide the user with an intu-
itive and expressive agency interface over the avatar. The proposed
method is useful for 3D gaming and storytelling applications that
require an immersive experience in a virtual world. Additionally,
a storytelling application has been implemented and demonstrates
the usefulness and effectiveness of the proposed method.
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